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Abstract:  Today organizations often use data from several resources. Data is characterized to be heterogeneous, 

unstructured & usually involves a huge amount of records. This implies that data must be transformed in a set of clusters, 

parts, rules or different kind of formulae, which helps to understand exact information.  Participation of several 

organizations in this process makes assimilation of data more difficult. Data mining is a widely used approach for 

transformation of data to useful patterns, aiding comprehensive knowledge of concrete domain information. Nevertheless, 

traditional data mining techniques find difficulties in their application on current scenarios, due to complexity previously 

mentioned. Data Mining Grid tries to fix these problems, allowing data mining process to be deployed in a grid 

environment, in which data & services, resources are geographically distributed belong to several virtual organizations & 

security can be flexibly solved. We propose both a novel architecture for Data Mining Grid, named DMG. 
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1. INTRODUCTION 

 Data Mining refers to process of extracting useful, handy 

& survivable knowledge from data. Extracted knowledge is 

useful in many areas such as business applications like 

financial business analysis, purchasing behavior scenarios 

& also in biology, molecular design, weather forecast, 

climate prediction, physics, fluid dynamics & so on. Now 

challenge in these applications is to mine data located in 

distributed, heterogeneous databases while adhering to 

varying security & privacy constraints imposed on local 

data sources.   Term grid can be defined as a set of 

computational resources interconnected through a WAN, 

aimed at performing highly demanding computational tasks 

such as in internet applications. A grid makes it possible to 

securely & reliably take advantage of widely dispersed 

computational resources across several organizations & 

administrative domains.  Aim of grid computing is to 

provide an affordable approach to large-scale computing 

problems.  Grid technology provides high availability of 

resources & services, making it possible to deal with new 

& more complex problems. But it is also known that a grid 

is a very heterogeneous & decentralized environment [8]. It 

presents different kinds of security policy, system 

administration procedure, data & computing characteristic 

& so on. In this juncture we can’t say that any grid is not 

just a data mining grid. It is a very important aspect in 

maintaining grid systems. Grid management is the key to 

providing high reliability & quality of service [9].  

Complexities of grid computing environments make 

impossible to have a complete understanding of entire grid. 

Therefore, a new approach is needed. Such an approach 

should pool, analyze & involve all relevant information 

that could be obtained from a grid.  Insights provided 

should then be used to support resource management & 

system involvement. 

 

2. DATAMINING WITH GRID 

Data mining is a widely used approach for transformation 

of data to useful patterns, aiding comprehensive knowledge 

of concrete domain information. Nevertheless, traditional 

data mining techniques find difficulties in their application 

on current scenarios, due to complexity previously 

mentioned. Data Mining Grid tries to fix these problems, 

allowing data mining process to be deployed in a grid 

environment, in which data & services resources are 

geographically distributed belong to several virtual 

organizations & security could be flexibly solved. We 

propose both a novel architecture for Data Mining Grid, 

named DMG.  Data Mining Grid needs frequently 

exchange of data mining models among participating sites. 

Therefore, seamless & transparent realizations of DMG 

technology would require standardize schemes to represent 

& exchange models. 

 

 3. K-MEANS CLUSTERING ALGORITHM 

Clustering 

Clustering analysis [1] is broadly used in many 

applications such as market research, style recognition, 

data analysis, & image processing. Clustering could also 

help marketers discover 
[1]

 distinct groups in their customer 

base. & they could characterize their customer groups 

based on purchasing patterns. A cluster of data objects 

could be treated as one group. 

While doing cluster analysis 
[1]

, we first partition set of data 

into groups based on data similarity & then assign labels to 

groups.  Main advantage of clustering over classification 
[7] 
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is that, it is adaptable to changes & helps single out useful 

features that distinguish different groups. 

 

4. APPLICATION OF CLUSTER ANALYSIS 

The cluster analysis [1] has been applied to many 

occasions. For example, in commercial, cluster analysis 

was used to find  different customer groups, & summarize 

different customer group characteristics through   buying 

habits; cluster analysis was used to categorized animal & 

 plant populations according to population & to obtain  

latent structure of knowledge; in geography, clustering 

could help biologists to determinate  relationship of  

different species & different geographical[6] climate; in  

banking sector, by using cluster analysis to  bank customers 

to refine a user group; in  insurance industry, according to  

type of residence, around  business district,  

geographical[14] location, cluster analysis could be used to 

complete an automatic grouping of regional real estate, to 

reduce  manpower cost & insurance company industry risk; 

in  Internet, cluster analysis was used for document 

classification[8] & information retrieval etc. 

 

Types of Clustering Algorithms are: 

1. K-means Clustering Algorithm  

2. Hierarchical Clustering Algorithm  

3. Density Based Clustering Algorithm  

4. Self-organization maps (SOM)  

5. EM clustering Algorithm  

 

 5. CLUSTERING PROCESS 

The clustering process consists of following steps 

 

Fig 1 New K-Mean based algorithm 

1. Initialization: In this first step data set, number of 

clusters & centroid should be calculated automatically 

according to size of data. 

2. Classification:  distance is calculated for each data point 

from centroid & data point having minimum distance from 

centriod of a cluster is assigned to that particular cluster.  

3. Centroid Recalculation: Clusters generated previously, 

centriod is again repeatedly calculated means recalculation 

of  centriod.  

4. Convergence Condition: Some convergence conditions 

are given as below:  

I. Stopping when reaching a given or defined 

number of iterations. 

II. Stopping when there is no exchange of data points 

between clusters.  

III. Stopping when a threshold value is achieved.  

5. Take steps: If all of  above conditions are not satisfied, 

then go to step 2 &  whole process repeated again, until  

given conditions are not satisfied. 

6. Elimination of Empty Clusters: Clusters generated 

previously are rechecked  

 Clusters where no data points are allocated to a cluster 

under consideration during assignment phase are 

eliminated.  

Benefits of new algorithm over traditional  

i. No need of predefined cluster center 

ii. There would be no Empty clusters at  end 

6. CONCLUSION AND FUTURE SCOPE 

Clustering is process 
[14]

 of grouping objects that belongs to 

same class. Similar objects are grouped in one cluster & 

dissimilar objects are grouped in another cluster. Clustering 

analysis is used in several applications like market 

research, pattern recognition, data analysis 
[1]

. K-means 

clustering is very fast, robust & easily understandable. If 

data set is separated from one other data set, then it gives 

best results.  Clusters do not having overlapping character 

& are also non-hierarchical within nature. One more 

problems
[6]

 with K-means clustering is that empty clusters 

are generated during execution
[14]

, if within case no data 

points are allocated to a cluster under consideration during 

assignment phase. Our work is to remove empty cluster and 

do automatic clustering. 

Distributed data mining is originated from need of mining 

over decentralized data sources.  Field of Distributed Data 

Mining (DDM) deals with these challenges in analyzing 

distributed data & offers many algorithmic solutions to 

perform different data analysis & mining operations in a 

fundamentally distributed manner that pays careful 

attention to resource constraints. Since multi-agent systems 

are often distributed & agents have proactive & reactive 

features which are very useful for Knowledge Management 

Systems, combining DDM with MAS for data intensive 

applications is appealing. This paper integration of grid 

system & distributed data mining, also known as grid based 
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distributed data mining, in terms of significance, system 

overview, existing systems, & research trends.  

Due to increasing amount of data available online, World 

Wide Web has becoming one of the most valuable 

resources for information retrievals & knowledge 

discoveries.  
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